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ABSTRACT 
Many explosives will release additional energy after detonation as the detonation products mix with the ambient 

environment. This additional energy release, referred to as afterburn, is due to combustion of undetonated fuel with 

ambient oxygen. While the detonation energy release occurs on a time scale of microseconds, the afterburn energy 

release occurs on a time scale of milliseconds with a potentially varying energy release rate depending upon the 

local temperature and pressure. This afterburn energy release is not accounted for in typical equations of state, such 

as the Jones-Wilkins-Lee (JWL) model, used for modeling the detonation of explosives. Here we construct a 

straightforward and efficient approach, based on experiments and theory, to account for this additional energy 

release in a way that is tractable for large finite element fluid-structure problems. Barometric calorimeter 

experiments have been executed in both nitrogen and air environments to investigate the characteristics of afterburn 

for C-4 and other materials. These tests, which provide pressure time histories, along with theoretical and analytical 

solutions provide an engineering basis for modeling afterburn with numerical hydrocodes. It is toward this end that 

we have constructed a modified JWL equation of state to account for afterburn effects on the response of structures 

to blast. The modified equation of state includes a two phase afterburn energy release to represent variations in the 

energy release rate and an afterburn energy cutoff to account for partial reaction of the undetonated fuel. 
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INTRODUCTION 
Afterburn is combustion that occurs after an explosive is detonated. The detonation products mix and react with 

oxygen at high temperature and pressure, releasing a substantial amount of energy. The difference between the heat 

of combustion and the detonation energy for an explosive material generally indicates how much energy can be 

released through afterburn. For C-4, the heat of combustion is more than two times larger than the detonation 

energy, meaning that more energy can theoretically be released through afterburn compared to detonation. Afterburn 

can occur for both ideal and non-ideal explosives. For ideal explosives, the detonation reaction rate is very fast, 

occurring on the order of microseconds. The detonation reaction rate can be about an order of magnitude slower for 

non-ideal explosives, such as many home-made explosives (HMEs). While both ideal and non-ideal detonation 

energy is released on the order of tens to hundreds of microseconds, afterburn energy is released much slower, on a 

time scale of milliseconds. Temperature and pressure conditions can affect the release rate of afterburn energy, but 

even at optimum conditions afterburn is a much slower phenomenon than detonation. The fact that afterburn energy 

is released much slower than detonation energy and can be incomplete highlights the difficulty of how to measure 

the effect of afterburn on structural response. 

It is of interest to have a bounding capability to assess the contribution of afterburn to structural loading, response 

and damage from an explosive event. However, the typical approach for representing blast in hydrocodes does not 

represent afterburn. The Jones-Wilkins-Lee (JWL) equation of state captures detonation energy release [1], but later 

time afterburn energy release is not captured. Thus, a modified JWL model has been developed that captures the 

general features of afterburn energy. The JWLa (JWL-afterburn) model that has been implemented in ALE3D [2] 

provides an efficient representation that allows for study of the effects of afterburn. 

Barometric calorimeter tests have been performed with C-4 and two HMEs. The tests were performed in nitrogen 

and air atmospheres. The presence of oxygen in air causes afterburn, while the nitrogen environment is unreactive, 

thereby preventing afterburn. Comparison of tests in the two atmospheres isolates the significance of afterburn. 

Figure 1 illustrates the additional impulse that is delivered in air compared to nitrogen over 30 milliseconds. These 

tests provided data that have been used in order to assess the JWLa model. 

 

Figure 1. Specific impulse recorded from barometric calorimeter tests in air and nitrogen atmospheres 

AFTERBURN MODEL 
The JWL-afterburn (JWLa) model adds a time-dependent term to the standard JWL pressure calculation. 

                                                                 (1) 



 

In Eq. (1), v is the relative volume, EAB is the afterburn energy, and YP(t) defines the time dependence for the release 

of afterburn energy. The afterburn energy is determined by comparing results from a standard JWL simulation in a 

closed volume to a constant volume explosion calculation in Cheetah, which is a thermochemistry code for 

explosives [3]. The constant volume explosion in Cheetah includes the mass fraction of air available in the closed 

volume. The difference in final pressure between the standard JWL simulation and Cheetah run is computed, and the 

difference in pressure is converted to energy per unit volume of the explosive charge. The time dependence function 

has the form 1-exp(-t/ τ), where τ is the time constant for energy release. The time function allows for a two-stage 

release of energy with different rates. The two-stage release of energy accounts for the fact that near optimum 

conditions for combustion, very high pressure and temperature, will exist immediately after detonation, but as the 

pressure and temperature decrease the rate of combustion may slow. This phenomenon has been observed in 

combustion simulations by Kuhl et al [4]. The deviation from optimum conditions becomes more significant as the 

volume of the container is increased, so the two-stage release capability is likely important for open air blasts. The 

JWLa also has an option to cutoff before the entire afterburn energy is released. This accounts for situations when 

the full theoretical potential for afterburn may not be reached, because the conditions drop below the threshold for 

combustion to occur. Examples of the time function are shown in Figure 2 through Figure 4. Figure 2 shows the 

base function, Figure 3 demonstrates the two-stage option, and Figure 4 demonstrates the cutoff option. 

 

Figure 2. One-stage time function, time constant of 4000 microseconds 

 

Figure 3. Two-stage time function, first stage time constant of 4000 microseconds, second stage time constant 

of 20000 microseconds, transitions at 10% of the total energy release 



 

 

Figure 4. One-stage time function with energy cutoff at 60% of total, time constant of 4000 microseconds 

In Cheetah [3], the total energy of detonation is separated into two components, the mechanical energy of detonation 

and the thermal energy of detonation. The mechanical energy of detonation is the energy available to do mechanical 

work as the volumetric expansion of the detonation products proceeds along the adiabat to its endpoint at a pressure 

of 1 atm. The thermal energy of detonation is the amount of energy locked up as heat in solid detonation products. It 

corresponds to the energy difference between the thermodynamic state at a pressure of 1 atm and a temperature of 

298 K and the thermodynamic state at the adiabat endpoint. The total energy released during detonation is the sum 

of the mechanical and the thermal energy. While the mechanical energy is described as the amount of energy 

available to do work, it is generally the total energy of detonation that will be measured in a calorimeter. In general, 

the JWL model is based on the mechanical energy of detonation. Thus, in cases where the thermal energy of 

detonation is significant, the JWL model should underestimate the energy release that is measured at late times in 

the calorimeter even for a nitrogen atmosphere. 

The afterburn energy that is added through the JWLa model is related to the heat of combustion of the explosive 

compared to the result with a JWL model. This means that the JWLa model can account for thermal energy of 

detonation assuming that the thermal energy can be represented in the same way as afterburn energy. Thus, the 

JWLa model should release the appropriate amount of energy for a calorimeter experiment in air. More investigation 

is necessary to determine how the thermal energy of detonation can affect structural response and whether the JWLa 

accounts for this in an appropriate manner. 

BAROMETRIC CALORIMETER EXPERIMENT 
The barometric calorimeter used for the experiments is a 506 liter cylindrical chamber. The cylinder has an internal 

diameter and height of 34 inches. The calorimeter is shown in Figure 5. Kuhl and Reichenbach [5] describe the 

concept of a barometric calorimeter in more detail. The atmosphere can be controlled inside the calorimeter, such 

that it is possible to perform explosive tests in air and nitrogen atmospheres. A hemispherical charge with a 

hemispherical booster was placed at the center of the calorimeter (Figure 6). The charge was detonated at the base of 

the booster. An ABS plastic shell with a Lexan base was used to contain particulate HMEs. Two different HMEs 

were tested. The same container was used for C-4 charges to maintain consistency. 



 

   

Figure 5. Barometric calorimeter 

   

Figure 6. Charge placed at the center of the calorimeter (left), charge and booster inside ABS plastic shell 

(right) 

The calorimeter was instrumented in the lid with piezoelectric and piezoresistive pressure gauges. The lid has a 

standoff of 17 inches from the bottom of the charge, and the pressure gauges are placed at ground ranges of 0 inches 

to 12 inches. A ground range of 0 inches is directly above the charge, and the other ground ranges extend radially on 

the lid. Data from the pressure gauges provide a means for comparing the blast pressures with and without afterburn 

occurring. Thermocouples and optical fibers were also installed in the lid, but the pressure data are the focus of this 

work. Pressure histories from the calorimeter lid for four C-4 tests, two in air and two in nitrogen, are shown in 

Figure 7. The figure illustrates that within 3 milliseconds after detonation the effects of afterburn are apparent, 

because the recorded pressure in air (tests 1 and 3) is higher than the recorded pressure in nitrogen (tests 2 and 4). 



 

 

Figure 7. Pressure histories recorded for four C-4 tests, two in air and two in nitrogen (8-inch ground range) 

MODELING OF THE EXPERIMENT 
A model of the barometric calorimeter was generated for ALE3D (Figure 8). Both the explosive and the booster are 

modeled, and as in the tests the charge is detonated at the base of the booster. The explosives are modeled using both 

the standard JWL model and the modified JWLa model. The JWL model represents an explosive in a nitrogen 

atmosphere, excluding the potential effect of thermal energy of detonation. The JWLa model represents an explosive 

in an air atmosphere. For the JWLa representations, a time constant of approximately 4 milliseconds is used and the 

energy is released in a single stage with no cutoff (see Figure 2). The rationale for this is that the calorimeter is a 

relatively small enclosed volume, so the conditions for combustion will be at or near optimum conditions for the 

duration of the experimental time scale. Simulated pressure histories collected on the lid of the calorimeter 

demonstrating the effect of utilizing the JWLa model are shown in Figure 9. The figure demonstrates that the effect 

at early time is not very significant, but the contribution from the afterburn starts to become more significant around 

1.5 milliseconds after detonation. 

 

Figure 8. ALE3D model of the barometric calorimeter in half-symmetry 



 

 

Figure 9. Simulated pressure histories using the JWL and JWLa models (8-inch ground range) 

The simulations have been compared to the experimental records for both the early time and late time regimes. Early 

time means the first few hundred microseconds, and it covers the first positive phase of the blast pressures. This 

assesses the initial effects of the blast loads. Late time means several tens of milliseconds, and this assesses the total 

amount of energy released. 

C-4 MODELING 

For the early time comparisons, simulated pressure histories have been compared to several piezoelectric pressure 

gauge records for ground ranges between 0 inches and 12 inches. The specific impulse is determined by integrating 

the pressure history over time. Comparisons of the specific impulse up to 400 microseconds after detonation for the 

C-4 experiments and simulations are shown in Figure 10. The duration of 400 microseconds was chosen to capture 

the positive phase at all ground ranges without contribution from reflections. Figure 11 through Figure 13 provide 

comparisons of test recordings with simulated pressures and impulses. Time zero in the figures is the detonation 

time. Note that a reflection is apparent in Figure 13 at about 450 microseconds. This reflection is only visible in 

Figure 13 because the ground range of 10 inches is closer to the wall of the calorimeter. In the tests, the air 

atmosphere increased the specific impulse by about 12% on average, but in the simulations the JWLa model only 

increased the impulse by about 3%. Despite this difference, it can be seen from the figures that the simulations 

capture the pressure and impulse from the blast experiments quite well, because the presence of afterburn does not 

have a significant effect on the first positive phase of blast pressures. Figure 14 and Figure 15 demonstrate that the 

JWLa model does not release significantly more energy than the JWL model in the first few hundred microseconds. 

It is of note in Figure 10 that the pressure records at a ground range of 0 inches demonstrate a significant scatter. 

This is believed to be from jetting due to Rayleigh-Taylor instabilities. The simulations do not exhibit this affect 

because the mesh resolution is not fine enough to capture the instabilities. One other feature that the reader may 

notice is that the impulses recorded at 4 inches, 8 inches, and 12 inches exhibit a visibly larger trend with ground 

range than the other ground ranges. It is believed that this is due to reflections off of the mounting post (see Figure 

6) used to support the charge prior to detonation, because those three pressure gauges were placed in line with the 

post. The simulations also capture the effect of the post. 



 

 

Figure 10. Early time specific impulse compared between C-4 experiments and simulations for ground ranges 

on the lid up to 12 inches, impulse computed up to 400 microseconds 

 

Figure 11. Pressure and specific impulse comparisons of C-4 tests in nitrogen atmosphere and JWL 

simulation at ground range of 4 inches 



 

  

Figure 12. Pressure and specific impulse comparisons of C-4 tests in air atmosphere and JWLa simulation at 

ground range of 4 inches 

  

Figure 13. Pressure and specific impulse comparisons of C-4 tests in air atmosphere and JWLa simulation at 

ground range of 10 inches 

  

Figure 14. Pressure and specific impulse comparisons of C-4 simulations at ground range of 4 inches 



 

  

Figure 15. Pressure and specific impulse comparisons of C-4 simulations at ground range of 10 inches 

For the late time comparisons, the ambient pressure between 20 and 30 milliseconds is determined from the 

simulations and compared to a piezoresistive gauge in the lid. The simulated pressure is recorded at the same 

location in the lid as in the experiment. The averages from the tests are compared to simulated values in Table 1. 

The theoretical values obtained from a Cheetah constant volume explosion are also provided in the table for both 

nitrogen and air atmospheres. The pressures are reported as gauge pressure, so the values are the change in pressure 

relative to atmospheric pressure. The significant increase in pressure between nitrogen and air atmospheres indicates 

that while the afterburn does not significantly affect the energy release for the first arrival of blast pressures, the 

afterburn is a significant contribution to the total energy released. 

Table 1. Change in pressure for C-4 in nitrogen and air atmospheres 

 ∆P (bar) 

 nitrogen air 

Theoretical (Cheetah) 3.58 7.74 

Average from tests 3.05 9.74 

ALE3D model 3.43 (JWL) 7.40 (JWLa) 

The nitrogen atmosphere and JWL model demonstrate reasonable agreement with each other and the theoretical 

Cheetah prediction. The smaller value from the tests can possibly be attributed to a detonation that was not 

completely efficient. Figure 16 demonstrates how well the JWL simulation agrees with the nitrogen atmosphere tests 

up to 3 milliseconds after detonation. The arrivals for the reflected waves are captured by the simulation, but it is 

apparent that the waves travel slightly faster in the simulation. This indicates that the wave speed of the model 

representing the nitrogen is slightly overestimated. 



 

 

Figure 16. Pressure histories for C-4 in nitrogen atmosphere compared to JWL simulation to 3 milliseconds 

(8-inch ground range) 

For the air atmosphere, the Cheetah prediction and JWLa model significantly underestimate the experimental value. 

The main reason for the late time discrepancy in air is believed to be the presence of the plastic shell and base used 

to hold the charge. Assuming that only about 2% of the available plastic combusts increases the simulated change in 

pressure from 7.40 bar to 9.56 bar, which is much more consistent with the experimental value of 9.74 bar. It was 

also determined that reducing the time constant from 4 milliseconds to approximately 2 milliseconds provides better 

agreement with the experiment with respect to impulse. This is demonstrated in Figure 17, which shows the specific 

impulse out to 30 milliseconds after detonation for both air and nitrogen atmospheres. The figure shows the good 

agreement of the JWL simulation with the nitrogen tests, but it also demonstrates that the base case for the JWLa 

simulation without considering combustion of plastic significantly underpredicts the impulse. When the combustion 

of the plastic is considered, the impulse agrees much better with the experiment, but the simulation still lags slightly. 

When the time constant is reduced by a factor of two, the agreement improves even more. Figure 18 shows the 

comparison of the JWLa simulations with the air tests, and the agreement is similar to what was observed for 

nitrogen in Figure 16. With the reduced time constant, as with the nitrogen atmosphere, the waves travel slightly 

faster in the simulation than the tests. It is also of note that when the reduced time constant is used and plastic 

combustion is considered, the JWLa simulations yield a positive phase impulse over the first 400 microseconds that 

increases 6% on average compared to the JWL simulations. This is more consistent with the 12% increase from the 

experiments. 



 

 

Figure 17. Specific impulse for C-4 out to 30 milliseconds for nitrogen and air atmospheres compared to JWL 

simulation and three JWLa simulations: base case, additional combustion of plastic, and additional 

combustion of plastic with a faster time constant of about 2 milliseconds 

 

Figure 18. Pressure histories for C-4 in air atmosphere compared to JWLa simulations to 3 milliseconds: base 

case, additional combustion of plastic, and additional combustion of plastic with a faster time constant of 

about 2 milliseconds (8-inch ground range) 

HME MODELING 
Two HMEs were used in the tests, and these materials are designated as HME 1 and HME 2. HME 1 has a 

substantial potential for afterburn, but HME 2 is fuel-lean so there is no theoretical potential for afterburn. Table 2 

and Table 3 give the late time pressure comparison between theory, testing and modeling for HME 1 and HME 2, 

respectively. Notice that the theoretical Cheetah values are identical in nitrogen and air for HME 2. As in the C-4 

tests, the blasts in nitrogen do not achieve the pressure change that is predicted by Cheetah. This again indicates that 

nitrogen tests 

air tests 



 

the detonation was probably not fully efficient for either material. Also, as for C-4, the tests in air were 

underpredicted by Cheetah and ALE3D, which is again most likely due to the combustion of the plastic container. 

Table 2. Change in pressure for HME 1 in nitrogen and air atmospheres 

 ∆P (bar) 

 nitrogen air 

Theoretical (Cheetah) 3.65 6.30 

Average from tests 2.59 8.29 

ALE3D model 2.09 (JWL) 6.59 (JWLa) 

Table 3. Change in pressure for HME 2 in nitrogen and air atmospheres 

 ∆P (bar) 

 nitrogen air 

Theoretical (Cheetah) 2.97 2.97 

Average from tests 2.38 4.17 

ALE3D model 1.03 (JWL) 3.02 (JWLa) 

Unlike the C-4 modeling, the JWL model for both HMEs significantly underpredicts the change in pressure 

measured from the tests in nitrogen. It is believed that this discrepancy is due to the fact that the JWL does not 

account for thermal energy of detonation, and these HMEs have solid detonation products that contribute thermal 

energy. As was discussed earlier, the thermal energy of detonation is part of the total energy of detonation that is 

measured in a calorimeter. 

The effects of afterburn for HME 1 on the earlier time arrival of blast waves are illustrated in Figure 19 and Figure 

20. Note that the positive phase is captured by 450 microseconds for this explosive, which is longer than the C-4 

duration of 400 microseconds because the waves from the HME travel slower. Recall that the tests include 

combustion of the plastic container, but the JWLa modeling does not include the contribution from the plastic. The 

figures demonstrate that the HME 1 afterburn effect is more significant than C-4 in the early time. The air 

environment increases the first positive phase impulse by 19% on average. The JWLa model yields an increase of 

7% on average, which is likely lower than the experimentally observed value due to the contribution from 

combustion of plastic that skews the experimental results. Notice in Figure 20 that the second peak in the 

experimental data occurring at about 500 microseconds after detonation has a magnitude similar to the first peak, 

particularly in the air tests (numbers 1 and 3). This peak is from a reflection, but it is not known why the magnitude 

is so large. It is possible that this is related to the fact that HMEs often do not undergo ideal detonation so the release 

of energy is a slower process. 



 

 

Figure 19. Specific impulse compared between HME 1 experiments and simulations for ground ranges on the 

lid up to 12 inches, impulse computed up to 450 microseconds 

 

Figure 20. Pressure histories for HME 1 in nitrogen and air atmospheres compared to JWL and JWLa 

simulations to 3 milliseconds (8-inch ground range) 

The effects of combustion of plastic in the HME 2 tests are illustrated in Figure 21 and Figure 22. Again, note the 

longer duration of 550 microseconds for capturing the positive phase for this HME. The test may actually exhibit 

some explosive afterburn in air because fuel may remain after an incomplete detonation. The increase in positive 

phase impulse is only 7% on average for HME 2. It makes sense that this is lower than the C-4 and HME 1 tests, 

since the explosive itself has no theoretical potential for afterburn. The JWLa simulation actually adds energy that 

represents the thermal energy of detonation, and this increases the positive phase impulse by 6% on average. In 

Figure 22, the improved agreement that the JWLa simulation attains with the test in nitrogen indicates that 

accounting for thermal energy of detonation using the same approach that was formulated to account for afterburn 

energy may be appropriate, but more study is necessary to further investigate this. 



 

 

Figure 21. Specific impulse compared between HME 2 experiments and simulations for ground ranges on the 

lid up to 12 inches, impulse computed up to 550 microseconds 

 

Figure 22. Pressure histories for HME 2 in nitrogen and air atmospheres compared to JWL and JWLa 

simulations to 3 milliseconds (8-inch ground range) 

CONCLUSIONS 
A modified JWL model for afterburn, termed the JWLa, has been implemented in ALE3D providing an efficient 

approach to approximate the effects of afterburn in a blast simulation. The JWLa model releases additional energy 

after detonation on the time scale of milliseconds. This model provides a capability to investigate and bound the 

importance that afterburn may have in a structural damage assessment. 

Barometric calorimeter experiments with C-4 and two home-made explosives provided blast pressure data that were 

compared to simulations with the JWLa model. In both the experimental results and the simulations there is little 

affect from afterburn in the first several hundred microseconds, but the impulse delivered over tens of milliseconds 

is increased on the order of two to three times by afterburn. The test setup included a plastic container for the charge 



 

that appears to have significantly affected the results by providing additional fuel for combustion, but comparisons 

between the experiments and simulations still provide confidence that the JWLa model can reasonably represent 

afterburn for the purpose of structural damage assessments. The approach for computing afterburn energy delivers 

an additional impulse to a structure that is consistent with the magnitude measured in the experiments. The timing 

for the energy release in the model also appears to be realistic. While the exact value of the time constant is 

uncertain, the original value that was assumed yielded a reasonable approximation of the test results. 

It appears that the JWLa model may also be able to represent thermal energy of detonation in a calorimeter. More 

study is necessary to understand whether this phenomenon can affect structural response and to what degree. 

Additional barometric calorimeter experiments are planned that will remove most of the non-explosive combustible 

materials. This testing will include C-4 and HMEs. These experiments will help to assess and further refine the 

modeling approach. 
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